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Abstract—Unlike in terrestrial cellular networks, certain fre-
quency bands for low-earth orbit (LEQ) satellite systems have
thus far been allocated on a non-exclusive basis. In this context,
systems that launch their satellites earlier—referred to as primary
systems—are given spectrum access priority over those that
launch later, known as secondary systems. For a secondary system
to function, it is expected to either coordinate with primary
systems or ensure that it does not cause excessive interference
to primary ground users. Reliably meeting this interference
constraint requires real-time knowledge of the receive beams of
primary users, which in turn depends on the primary satellite-to-
primary user associations. However, in practice, primary systems
have thus far not publicly disclosed their satellite assignment
policies; therefore, it becomes essential for secondary systems to
develop methods to infer such policies. Assuming there is limited
historical data indicating which primary satellites have served
which primary users, we propose an end-to-end graph structure
learning-based algorithm for learning highest elevation primary
satellite assignment policies, that, upon deployment, can directly
map the primary satellite coordinates into assignment decisions
for the primary users. Simulation results show that our method
can outperform the best baseline, achieving approximately a 15%
improvement in prediction accuracy.

Index Terms—6G, satellite communications, dense low earth
orbit (LEO) satellites, satellite system coexistence, graph machine
learning, graph structure learning (GSL).

I. INTRODUCTION

Dense LEO satellite constellations are becoming key en-
ablers of global broadband wireless connectivity [1]-[4]. With
Starlink already launching over 6,000 satellites to date [5],
and other companies, such as Amazon Kuiper, also recently
sending their first set of satellites to orbit [6], it is becoming
evident that LEO networks will play an even more crucial role
in providing universal broadband access in the future.

Unlike traditional terrestrial cellular networks, where spec-
trum is typically allocated exclusively, the Federal Communi-
cations Commission (FCC) and other spectrum authorities have
assigned certain frequency bands to LEO constellations in a
non-exclusive manner [7], [8]. To ensure fair and efficient shar-
ing of this spectrum, the FCC prioritizes systems that submitted
launch applications in earlier so-called processing rounds,
designated as primary systems; as a result, it is expected that
newer systems, referred to as secondary systems, operate by
either coordinating with or protecting primary systems [9].
In this context, an interference protection constraint is often
defined as restricting the secondary system’s interference so

that it increases the effective noise temperature at the primary
ground user’s receiver by no more than 6%, which corresponds
to an interference-to-noise ratio (INR) of no greater than
—12.2 dB [8], [10].

The work of [11] has recently shown that, regardless of how
the primary system serves its ground users, a secondary system
can, in principle, operate without causing any interference
beyond the protection constraint, as there will always be at
least one secondary satellite capable of avoiding conflict with
any primary user. Building on this finding, [12] introduced a
framework for selecting the optimal secondary satellites that
can maximize the downlink capacity of the secondary users
while guaranteeing protection of the primary users. One of the
key assumptions underlying their approach is knowledge of the
primary satellite assignments—that is, knowing which primary
satellite is serving which primary user at any given time.
This information is critical, as understanding the receive beam
directions of the primary users is crucial for identifying sec-
ondary satellites that can avoid causing excessive interference.
In practice, however, primary satellite association policies—
such as that of Starlink—are proprietary and remain unknown
to secondary operators like Amazon Kuiper and Omnispace.
Given the absence of regulatory requirements mandating the
disclosure of such policies [12], it becomes increasingly im-
portant to develop practical methods for determining primary
satellite association policies without any direct input from the
primary systems.

A novel deep learning (DL)-based scheme for learning pri-
mary satellite assignment policies was presented in [12]. Their
approach involves first leveraging received signal power mea-
surements from the primary satellites, collected by secondary
users, to deduce which primary satellites are serving specific
regions over time. This inferred data is then used to train a
DL model whose objective is to predict the primary satellite
serving any given location in the future, using only the publicly
available positions of the primary satellites. While the authors
proposed several simple DL methods for learning the highest
elevation (HE) and maximum contact time (MCT) primary
satellite assignment policies, they all resulted in limited predic-
tion accuracies. Nevertheless, their findings showed that even a
modest improvement in accuracy could substantially improve
the performance of secondary satellite selection. Motivated
by this insight, in this paper, we introduce a more advanced



graph structure learning (GSL)-based approach for learning HE
primary satellite assignment policies. Simulations show that
our method can outperform existing baseline models in [12],
delivering around 15% improvement in prediction accuracy
against their best baseline.

II. SYSTEM MODEL

In this paper, we consider a scenario where satellites across
two LEO constellations seek to use the same frequency band
for downlink transmission to their respective ground users,
distributed in an overlapping region.

In both systems, each satellite simultaneously serves its
ground users through highly focused spot beams. Each beam
illuminates a specific area on the Earth’s surface, known as
a cell, which—like those in terrestrial cellular networks—is
considered to have a hexagonal shape [13], [14]. Because
a satellite can form several beams at once, it is assumed
to be responsible for serving a cluster of N¢ cells during
the interval between successive handovers, which tends to
last on the order of 15 seconds [15]. While the composition
of each cell cluster remains fixed over time, the satellite
assigned to serve a particular cluster will change according
to the corresponding satellite association policy. In this work,
we assume that the primary system follows a plausible, HE
protocol for the satellite assignment.

Let there be Ng cell clusters in the region of interest, and
N{, number of available primary satellites at time ¢. Among
all of the primary satellites in orbit, a satellite is considered
“available” if the elevation angle relative to the horizon of
some designated reference point in the region is greater than
a specified threshold [7]; at all times, the number of available
satellites will be between 1 and N. Under the assumed HE
satellite assignment protocol, each cell cluster is assigned a
unique priority level between 1 and Ng, with 1 indicating the
highest priority and N¢ indicating the lowest priority. Let us
further define G = {g,, : n =1,..., Ng} as a set representing
all clusters, with g, denoting the n-th highest priority cluster
of N¢ ground cells g, = {c, s : £ =1,...,Nc}, and P! =
{p!:i=1,...,Nj} as a set representing all primary satellites
at time ¢, with p! denoting the primary satellite with the i-
th highest elevation angle relative to the designated reference
point at time ¢.

Under the HE protocol, at every handover time, each cell
cluster initially identifies all of the satellites whose minimum
elevation angle, with respect to any point within the cluster,
surpasses a predefined threshold. Formally, let P! = {p € P* :
€(n,P) > €min} denote all satellites in P* whose minimum
elevation angle ¢, measured from any location within the
cluster g,,, exceeds some threshold ¢,;,. With these sets de-
termined at all clusters, the satellite assignment then proceeds
sequentially based on cluster priority, i.e., 81,82, ..., 8Ng- At
cluster g, k = 1,..., Ng, the satellite in P,ﬁ. with the highest
elevation angle relative to its cluster center is first selected. If
this satellite has already been assigned to some higher-priority
cluster g,,,1 < m < k, the next-highest elevation satellite in
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Fig. 1. Primary and secondary satellites serving their respective ground users
in the same frequency band using highly focused spot beams.

P} is considered; this process continues until an unassigned
satellite is found. If all of the satellites in P,Z are occupied,
then the one with the highest elevation angle is assigned by
default.

III. GRAPH STRUCTURE LEARNING-BASED
SATELLITE ASSIGNMENT POLICY LEARNING

As discussed, in real-world settings, secondary systems are
unaware of the satellite assignment policy used by the primary
system. In particular, when the primary system employs the
HE satellite assignment protocol, the secondary systems lack
knowledge of the priorities assigned to the cell clusters.
Assuming there is access to data indicating which primary
satellites have been serving which primary users over some
period of time—derived from the received signal powers
measured by the secondary users—we propose an end-to-
end GSL-based algorithm that aims to learn the unknown
priority structure of the clusters, and, upon deployment, can
directly map publicly available primary satellite coordinates
into assignment decision for the clusters. We begin with a brief
overview of the specific GSL architecture that we utilize before
detailing our proposed approach.

A. Graph Structure Learning Module

GSL extends traditional graph neural networks (GNNs)
by learning both the graph structure and the node repre-
sentations simultaneously, instead of relying on a predefined
topology [16]. Unlike traditional GNN models such as graph
convolutional networks (GCNs) and graph attention networks
(GATs), which depend on fixed edge connections for message
passing, GSL is designed for settings where the graph structure
may be incomplete, noisy, or unavailable. Below, we outline
the GSL framework utilized in this study.
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Fig. 2. Block diagram of our proposed GSL-based primary satellite assignment policy learning approach.

Formally, consider a directed graph G = (V, A), where V
is the set of nodes and A € RIVI*XIVl is a learnable adjacency
matrix that defines the connectivity of the graph. Each node
1 € V is initially represented by a vector known as the input
feature vector h; € R, where F is defined as the number of
input features. When these are passed through what is called a
graph embedding layer, it generates a new representation called
the output feature vector h; € R " for each node, with F’
denoting the number of output features, that encodes contextual
information from itself and other relevant nodes in the graph.

Specifically, in a graph embedding layer, the input feature
vector h; of each node 7 € V is first linearly transformed using
a shared learnable matrix W € R *F (o form

— Wh; ¢ RY". (1)

Let @; ; € A represent the raw adjacency value of the directed
edge from node j € V to node <. Since this value is unbounded,
i.e., can take any real number, it is constrained between 0 and 1
by passing it through the sigmoid function; let a; ; denote this
normalized value. The output representation of each node ¢ is
the weighted aggregation of all nodes’ transformed features,
including itself, i.e.,

h) = Zai)ij S RFI, 2)
JEV
where a; ; can be interpreted as the degree of importance that
node 7 assigns to the features of node j. Note that a non-
linearity is not applied here, unlike in many graph learning
algorithms.

To enhance the model’s capacity to capture diverse per-
spectives from node features with reduced noise, multiple
adjacency matrices and graph embedding layers, each with its
own set of learnable parameters, can be employed in parallel.
Formally, let G*) = (V,A®), k = 1,..., K, represent
graphs with the same features but each with a unique learnable
adjacency matrix A(*). For each corresponding embedding
layer k, a unique weight matrix W) is used to compute
the transformed node features ng) = W h; independently.
The output of each embedding layer is an aggregated feature

representation for each node ¢, based on the weighted sum of
all nodes under that embedding layer:

/ (k) ZGZJ J RF/ (3)
JeEV

) denotes the normalized adjacency value from node
j to node i in G). The outputs from all embedding layers
are then combined to form the final representations,

b, = [[I n % e REF )

where a;

where || denotes concatenation.

B. Overall Model Architecture

Here, we present our end-to-end GSL-based algorithm,
designed to learn the unknown priorities and directly translate
primary satellite coordinates into assignment decisions. A
block diagram of this approach is shown in Fig. 2.

Suppose a secondary system wants to know the primary
satellite assignments at time ¢. To begin, for each cluster
gn € G, we compute a vector Wi, = (@}, 1,0}, 9, -+, W} x, )»
where @/, ; represents the elevation angle between the center
position of g, and satellite p! € P! for 1 < i < N&,
and 0 otherwise. To better represent this angular information,
we apply the well-known cos/sin encoding to wl to form
v~V1t’L = (’lI); LW ']:127 T ~::L 2NA)’ where wn ,2i—1 — COb(wn z)
and W} o = sm( Tk ) for I < i < N%, and O otherwise.
A one- hot vector e, e RNG | with a 1 at the n-th index and
0 elsewhere, is further concatenated with w! to serve as a
unique identifier for cluster g,,. To enhance the expressiveness
of the resulting representation, the combined vector W}, ||e,, is
passed through a shared learnable non-linear layer that doubles

its input dimensionality, leading to the final representation
w!, = o(W(W,|le,) + b) € RI2NatNe), )

where o (-) is the ReLU activation function, and W and b are
the weights and biases of the linear layer, respectively.

After, we construct K graphs with N¢ nodes. For all graphs,
each node represents a unique cell cluster, and the node corre-
sponding to cluster g, is assigned with the feature vector w’,.



Each graph’s connectivity is defined by its unique learnable
adjacency matrix. Once the graph structures are established,
they are first passed through the K graph embedding layers;
the updated feature representations are then fed into a shared
deep neural network (DNN), which outputs a vector of size
Np for each node. Each element in this vector represents a
value proportional to the probability of assignment to a specific
satellite, and the satellite corresponding to the highest value is
selected as the serving satellite for that cluster. During training,
the non-linear layer, adjacency matrices, graph embedding
layers, and DNN are all jointly optimized to minimize the
average cross-entropy loss across all clusters.

In essence, the main objectives of this approach can be
summarized as follows. For each cluster/node g,

1) find all clusters that have a higher priority, i.e., {gy : k =
1,...,n—1}, and

2) assign the correct satellite after carefully considering the
priorities and angular information of itself and higher-
priority clusters identified in 1).

The motivation behind objective 1) is that only the satellite
assignments at higher-priority clusters can impact the decision
at g,. Information from lower-priority clusters is largely irrel-
evant, as higher-priority clusters will always take precedence
in cases where satellite assignments overlap. In our algorithm,
this step is implemented using learnable adjacency matrices,
where the value of the edge from cluster j to cluster ¢ can be
interpreted, in part, as a confidence score that cluster j holds
a higher priority than cluster i (for j # 7).

To better illustrate objective 2), refer to Fig. 3, where
the goal is to determine the correct satellite assignment
for the third-highest priority cluster, gs. For simplicity,
assume that each element in the feature vector represents
the elevation angle between the considering cluster and
the satellite corresponding to the element’s index. In this
example, satellite 2 is assigned to g; since the elevation
angle corresponding to satellite 2 is the largest and g; has
the highest priority. Ideally, go, which has the second highest
priority, would also be assigned satellite 2 since it has the
highest angle; however, because it is already taken by g1, g2
is instead assigned the next best option—satellite 3. Similarly,
gs would ideally take satellite 3, then satellite 2, but since
both are already occupied, it settles for satellite 4. To achieve
such a correct selection, the algorithm needs more than just
the angular information from higher-priority clusters—it
must also accurately identify their priorities and use all of
this knowledge to reason and make the right decisions in a
sequential, priority-aware manner. To enable this, we jointly
leverage a set of learnable linear transformation matrices in
the graph embedding layers—each acting as a unique encoder
of angular and priority information—and a DNN classifier,
that together form a unified architecture for determining the
most likely satellite assignment.

Feature Vector Feature Vector Feature Vector
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Fig. 3. An example demonstrating satellite assignments under the HE
protocol. It begins with cluster g1, which holds the highest priority, followed
sequentially by g2 and then gs.
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Fig. 4. An illustration of the region considered for evaluating our method.
Each hexagonal element represents a cell, and each color represents a unique
cell cluster. The numbers denote the priority levels assigned to each cluster.

IV. EVALUATION

To evaluate our approach, we consider a scenario where
the secondary system aims to predict the primary satellite
assignments in the region shown in Fig. 4. This region consists
of Ng = 17 cell clusters, each with No = 127 cells which
are 100 km wide. The primary system uses the HE protocol
to assign its satellites to the clusters, and the priorities of
the clusters, which are unknown to the secondary system,
are labeled in the figure. Furthermore, the minimum elevation
angle threshold, €y, is set to 40° [17]. In our experiments,
we designate Starlink as the primary system and simulate
its constellation in a Walker-Delta fashion [18] based on the
orbital parameters extracted from the public filings in [14],
[17], [19]. In total, we compiled a dataset of 80,647 samples to
train and test our algorithm. Each sample consists of the earth-
centered, earth-fixed (ECEF) and latitude, longitude, altitude
(LLA) coordinates of the cells (which are the same for all
samples), the ECEF and LLA coordinates of the available pri-
mary satellites, and the corresponding cell cluster associations,
at a specific time instance. At any given time ¢, the number
of available satellites N}, varies between 23 and 40, leading



to the maximum availability number of Ny = 40. We allocate
85% of this dataset for training and use the remaining 15%
for testing.

We evaluate our approach against 1-layer perceptron and 3-
layer (3L) multi-layer perceptron (MLP) models from [12],
as well as a complete GNN characterized by fixed, fully
connected directed graphs where every edge has an adjacency
value of 1. The specific details of each model are provided
below.

o Perceptron and 3L MLP: Each hidden layer (if applica-
ble) contains 2048 neurons, uses scaled exponential linear
unit (SELU) activation [20], and applies a dropout rate of
0.3. The input features include the normalized longitudes
and latitudes (scaled between -1 and 1) of the available
satellites and the centers of the cell clusters, along with
the elevation angle between each available satellite and
the center of each cluster. The models output values that
are proportional to the probability of assigning a particular
cluster to a specific satellite. Training is conducted using
the Adam optimizer with a learning rate of 0.0001 and
a batch size of 64, with the objective of minimizing the
average cross-entropy loss across all clusters.

« Complete GNN and GSL: The models consist of K =4
graphs and embedding layers, each outputting F’ = 100
features. The final representation of each node (which is
the concatenation of the output features from all embed-
ding layers) is applied a dropout rate of 0.1. In the GSL-
based approach, every element of the learnable adjacency
matrices is initialized using samples from a normal dis-
tribution with a mean of 0 and a variance of 0.0001.
The downstream DNN classifier includes three hidden
layers with 1024, 512, and 256 neurons respectively, each
followed by a LeakyReLU activation with a negative slope
of 0.1 and a dropout rate of 0.1. Training is conducted
using the Adam optimizer with a learning rate of 0.001
and a batch size of 64.

Table I presents the top-k testing accuracy of all models,
calculated as the percentage of cell clusters (averaged over
time) for which the correct primary satellite appears among the
model’s top-k predictions. As shown, our GSL-based approach
outperforms the baselines across top-1 to top-5 accuracy met-
rics. In particular, our method achieves approximately 15%
higher top-1 accuracy than the best baseline. A further notable
observation is that, when comparing the two graph learning
methods, the complete GNN performs substantially worse than
the GSL-based approach. This result highlights the critical role
of GSL’s learnable adjacency matrices—namely, the ability
to learn where to gather information from and how much to
extract—in achieving a good classification performance.

V. CONCLUSION

This work introduced a novel graph learning-based approach
for inferring HE primary satellite assignment policies. More
specifically, assuming there is access to data indicating which
primary satellites have been serving which primary users over

TABLE I
TEST DATA ACCURACY OF VARIOUS ALGORITHMS (%)

Accuracy | Perceptron | 3L MLP | Complete GNN | GSL

Top-1 66.58 61.55 5.95 80.66
Top-2 88.07 81.81 11.84 94.37
Top-3 95.38 90.17 17.70 97.76
Top-4 98.04 94.13 23.55 98.91
Top-5 99.05 96.15 29.35 99.34

some period of time—derived from the received signal powers
measured by the secondary users—we presented an end-to-end
GSL-based algorithm that aims to learn the unknown priorities
of the cell clusters, and, upon deployment, can directly map
publicly available primary satellite coordinates into assignment
decision for the clusters. Simulation results show that our
method consistently outperforms baseline approaches across
top-1 to top-5 prediction accuracy metrics, notably achieving
around 15% improvement over the best baseline in top-1
accuracy.

In future work, we aim to integrate a more explicit approach
for learning the minimum elevation angle threshold ey,
have a more direct mechanism for information sharing among
the graph embedding layers, and generalize our GSL-based
method beyond the HE protocol. We also intend to explore
different applications where our method might be relevant.
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